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Many of the risks and 
benefits are heavily 
interconnected 
as technological 
attributes directly 
affect how AI 
functions in 
nuclear operations, 
particularly in 
decision-making 
processes.

This policy brief analyses the integration of artificial intelligence 
(AI) into nuclear command, control and communications 
systems(NC3), exploring potential benefits and significant risks. 
While cautious AI integration can have some benefits for enhancing 
intelligence collection and situational awareness by automating 
processes and analysing vast amounts of data, it presents grave 
risks due to its unreliability, opacity, susceptibility to cyber threats 
and potential misalignment with human values. Many of the risks 
and benefits are heavily interconnected as technological attributes 
directly affect how AI functions in nuclear operations, particularly 
in decision-making processes. This, in turn, affects states’ 
perceptions as well as the countermeasures they might employ, 
and ultimately, the balance of these elements determines how 
deterrence calculations shift. 

This paper highlights the need for a better assessment of risks 
and the establishment of thresholds for integration to prevent 
miscalculations and nuclear escalation, leading to potentially 
catastrophic outcomes. It proposes that the European Union leads 
international dialogue on AI risks in the nuclear domain in relevant 
international discussions, particularly at the REAIM Summits, 
integrates AI discussions into the Non-Proliferation Treaty 
framework, and commissions research to identify and manage 
high-risk AI applications.

It recommends that the European Union: 

•    Leads international dialogue on AI risks in the nuclear domain 
in relevant international discussions, particularly at the REAIM 
Summits.

•    Integrates AI discussions into the Non-Proliferation Treaty 
framework.

•   Commissions research to identify and manage high-risk AI 
applications.

Summary
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1. Introduction The current debate on artificial intelligence (AI) and its implications 
for the military domain has garnered considerable worldwide 
attention. The issues surrounding lethal autonomous weapon 
systems (LAWS) have dominated the discussions so far, but the 
implications of AI in the field of nuclear weapons have recently 
begun to receive some attention. Driven by the need to resolve 
the ethical and operational challenges of using AI in weapons that 
can autonomously engage targets, and the related objective of 
potentially establishing regulations and ethical guidelines in this 
area, the issues on LAWS have been at the forefront. In contrast, the 
increased attention on the intersection of AI and nuclear weapons 
(AI–nuclear intersection) is largely driven by states’ ongoing nuclear 
modernisation efforts to ensure operational efficiency. These 
efforts are necessitated by ageing nuclear infrastructure and the 
desire to reap benefits from technological innovations or to avoid 
falling behind adversaries. In this context, China, France, Russia, 
the United Kingdom and the United States—the five nuclear weapon 
states (NWS) as defined by the 1968 Treaty on the Non-Proliferation 
of Nuclear Weapons (NPT)—are seeking to harness AI technology 
and leverage it in the nuclear domain. As a result, these states 
are considering the integration of AI into their nuclear operations, 
including functions that might directly or indirectly affect nuclear 
decision-making.

A number of possible integrations across the nuclear command, 
control and communications (NC3) architecture and in systems 
feeding into it are probably being considered. Although the NWS 
seem to agree implicitly that nuclear decision-making cannot be 
fully autonomous and must ultimately rest with human operators, 
they envision several ways AI can support human decision-makers. 
However, this raises at least three important concerns. First, not all 
of the NWS have explicitly declared that humans should have the 
final say in nuclear decisions and, even if they all did, there is no 
simple way to verify this, leaving room for grave consequences due 
to misunderstandings of countries’ intentions or AI failures. Second, 
current deep-learning-based AI models (such as Large Language 
Models) have specific technological attributes that render them unfit 
for high-stakes military domains such as the nuclear domain. Third, 
significant implications arise from the interaction between humans 
and machines due to human operators placing either too much or 
too little trust in AI outputs, potentially skewing decision-making 
even in the absence of AI failures.

These concerns are further exacerbated by the inherent complexity 
of assessing AI implications within the nuclear context for at least 
five reasons. Firstly, while some open-source documents from 
official sources are available on the NC3 systems used by the NWS, 
most information remains classified due to the topic’s sensitivity, 
allowing only for an approximate understanding of NC3. Adding to 
the information gap, NC3 systems vary across NWS, as they are 
tailored to reflect specific capabilities and doctrines.

Secondly, nuclear implications can arise even in the absence of 
direct AI integration into NC3 components. Adjacent systems that 
support the NC3 architecture can impact escalation dynamics, 
indirectly influencing nuclear outcomes.

Thirdly, states may integrate AI into their nuclear enterprises to 
address different needs driven by unique doctrines and capabilities. 
For instance, some states may view AI as a tool to compensate for 
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Based on current AI 
research, assessing 
AI implications in 
specific NC3 functions 
is not straightforward. 
It depends on at least 
three key factors... 
As a result, such 
an assessment is 
exceptionally nuanced. 

gaps or inferiorities in specific strategic capabilities. Consequently, 
potential areas of AI integration will likely differ across NWS, leading 
to varied interpretations of what could constitute a “strategic 
advantage”.

Fourthly,  not all AI applications are potentially risky; they may range 
from high risk to potentially beneficial, such as those used for 
training purposes. 

Finally, risks are not fully understood: as the technology advances 
rapidly, it is conceivable that some limitations will be resolved, but 
new risks might also emerge that cannot be predicted because 
research has only gone so far. In the aggregate, these elements 
create significant obstacles for governance.

Based on current AI research, assessing AI implications in specific 
NC3 functions is not straightforward. It depends on at least three key 
factors: (a) the specific characteristics (and limitations) of models 
considered for integration; (b) the specific area where AI will be 
integrated (in systems within or adjacent to NC3); and (c) the level 
of human control and redundancies in the automated function. As a 
result, such an assessment is exceptionally nuanced. Thus, a better 
understanding of AI implications in the context of nuclear risks and 
escalation pathways is necessary.

This brief will first introduce the concept of AI, explaining the most 
widely used techniques and types and differentiating between prior 
AI techniques already incorporated into NC3 systems. It will then 
explore the intersection of AI and nuclear decision-making systems, 
outline possible applications within NC3, and elaborate on the risks 
and benefits of integration. Finally, it will explore the existing forums 
for discussion and progress to date, concluding with possible steps 
forward that could be implemented in relevant forums.
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The reliability and 
robustness of current 
AI technologies are 
not yet sufficient to 
ensure dependable 
performance in critical 
military operations due 
to their vulnerability to 
rapid failures.

AI encompasses a wide range of methods where machines 
mimic the way humans think, using highly varied approaches. 
It is necessary to draw a firm line between rule-based AI, basic 
machine-learning techniques and advanced techniques such as 
those based on deep learning, as these present very different risk 
profiles.

The advanced AI models, which have been at the forefront of 
public perception with the advent of chatbots such as ChatGPT, 
differ significantly from the type of rule-based AI that has been 
incorporated into NC3 since the Cold War. Rule-based AI is used 
to determine appropriate actions given specific settings. As a 
result, it performs well with predictable inputs and outputs but is 
unreliable in complex and uncertain situations, especially those 
outside its predefined rules.1 In the context of nuclear command 
and control, prior applications of rule-based AI during the Cold War 
included logistical planning related to launch orders and for missile 
targeting and guidance. Early-warning systems also incorporated a 
certain level of automation. In this context, AI’s role was to provide 
information to humans in the chain of command, who were then 
responsible for assessing potential nuclear attacks.2   

As AI advanced, the advent of machine learning was a 
breakthrough in that it allowed machines to ‘learn’ correlations 
from training data without specific instructions and, therefore, 
without the need to input rules manually. However, early machine-
learning techniques were limited to a narrow set of problems due 
to their difficulty in generalising and performing multiple functions. 
Machine learning encompasses a wide range of techniques, 
including the latest wave of AI spurred by deep learning.

Most recent advances in AI have come from deep learning. Deep 
learning replicates the way that neurons work in the brain, enabling 
models to perform complex calculations through layers of artificial 
neurons. Deep learning-based models, such as large language 
models (like ChatGPT), have demonstrated an exceptional ability 
to generalise across diverse tasks and improve continuously with 
larger data sets and more computational power. These models 
present an opportunity to enhance military operations by providing 
faster and more comprehensive data processing from a wide array 
of sources. Yet these advances also bring notable shortcomings: 
the reliability and robustness of current AI technologies are not 
yet sufficient to ensure dependable performance in critical military 
operations due to their vulnerability to rapid failures.3    

Indeed, advanced AI capabilities present several attributes that 
hamper their applicability to high-stakes military platforms, 
especially those related to nuclear decision-making. At least four 
key limitations currently exist: unreliability, opacity, susceptibility to 
cyber threats, and misalignment.

Unreliability

Deep learning-based models can suffer from so-called 
hallucinations, meaning they can confidently produce incorrect 
outputs unsupported by their training data. This can mean anything 
from a chatbot making up facts about a historical event to a vision 
model ‘seeing’ things that are not there.4 In the latter example, AI 

2. The 
technology
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can incorrectly identify an object in an image, leading to inaccurate 
assessments or false positives in critical areas such as threat 
detection and surveillance.5 

Opacity

Advanced AI systems function as ‘black boxes’, meaning it is 
difficult to understand the underlying processes that lead to 
an output. As these models learn correlations without specific 
instructions from humans, it is hard to understand the processes 
they use to make such correlations. This complexity arises because 
state-of-the-art deep learning models, such as large language 
models, can contain billions to trillions of parameters distributed 
across numerous layers, which are adjusted as the model learns 
on massive amounts of data. As the models’ ability to make 
good predictions increases, interpreting the way they make these 
predictions is very difficult. Apart from some limited aspects, we 
cannot understand how a model goes from the input to the output. 

This lack of transparency complicates the verification of AI-
generated predictions in critical decision-making scenarios, 
particularly under tight time pressure in nuclear decisions. However, 
it is important to note that techniques exist to make this reasoning 
process transparent or “interpretable”, such as mechanistic 
interpretability, but this results in a trade-off in performance.6 In 
practice, this means that advanced AI models tend to fall into 
two categories that are inversely related: as models become 
more complex and perform better, they become less transparent; 
conversely, if they are designed to be transparent (and do not 
act as black boxes), their performance tends to suffer. Currently, 
no technique can make large and complex models interpretable 
without sacrificing some degree of performance.

Susceptibility to cyber threats

AI systems are particularly susceptible to cybersecurity threats 
in ways that traditional platforms are not, which can open up 
new avenues for hackers to infiltrate and tamper with sensitive 
military information. These vulnerabilities provide adversaries and 
non-state actors with opportunities to compromise AI systems. 
Concurrently, defensive measures against such cyber threats 
are inadequate, potentially allowing adversaries to exploit these 
vulnerabilities in military systems. 

Misalignment

As advanced AI models become more and more capable, ensuring 
they align with human values becomes increasingly critical but 
remains challenging. Misalignments can lead to grave errors, 
such as escalating conflicts to nuclear warfare under the guise 
of pursuing peace. For example, a recent simulation involving five 
AI models demonstrated their tendency to escalate war, with one 
model rationalising its move towards nuclear conflict by claiming, ‘I 
just want to have peace in the world’.7  
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Assessing the intersection of AI with NC3 is no easy task: open-
source documents from official sources on the prospects for AI 
in the nuclear domain are scarce. This scarcity is compounded 
by the sensitivity surrounding NC3 systems and the evolving role 
of AI in nuclear systems based on advances in technology. While 
informed guesses can be made, some speculation is inevitable due 
to the nature of the subject and the forward-looking aspect of the 
discussion. 

Despite the limited availability of open-source documents, 
assumptions can be made about where states might see the best 
value in AI based on current nuclear postures and on the need to 
update NC3 systems for operational efficiency. The state with the 
most transparency on this topic is the US, but even so, no specific 
official sources tie the role of AI to the nuclear domain, although 
some sources explore the role of AI in the broader defence domain.  
One document worth noting is a working paper submitted by 
France, the UK, and the US at the 2020 NPT Review Conference, 
which highlights their commitment to preserving human oversight 
and involvement ‘for all actions critical to informing and executing 
sovereign decisions concerning nuclear weapons employment’.9  

Similar language was replicated in the Responsible AI in the Military 
Domain Summit (REAIM) Blueprint for Action,  a non-binding 
document reflecting the outcome of the 2024 REAIM Summit, as 
well as in the original version of the US Political Declaration on 
Responsible Military Use of Artificial Intelligence and Autonomy, 
launched after the first REAIM Summit in February 2023.10 More 
recently, on 16 November 2024, US and Chinese leaders jointly 
affirmed “the need to maintain human control over the decision to 
use nuclear weapons”.11 Despite the absence of similar statements 
from Russia, there is a consensus among experts in Russia that 
human judgement should and will remain central to decisions on 
nuclear weapon use.12  

In a recent statement, US Air Force Gen. Anthony James Cotton, 
commander of the US Strategic Command (STRATCOM), 
acknowledged the consideration of “all possible technologies, 
techniques, and methods” for modernising NC3 systems. Within 
NC3, he noted that AI could enhance decision-making capabilities 
by automating data collection and processing and speeding up 
data sharing and integration with allies. At the same time, Gen. 
Cotton underlined the necessity to keep a human in the loop.13 
Thus, there seems to be a consensus among NWS in applying AI to 
certain functions such as for intelligence collection and situational 
awareness tasks, for automating the identification of objects and 
sensor guidance, and for decision-support roles such as generating 
real-time operational pictures from multiple sensors. 

In these contexts, AI offers the prospect of speed and efficiency 
by further automating the process of vetting potential missile 
launches before informing military and political leaders, especially 
given the growing volume of sensor data. It can also identify pre-
launch activities through advanced satellite imagery analysis and 
potentially discern between different types of attack for more 
accurate threat assessments. Moreover, AI is seen as particularly 
valuable for evaluating courses of action in response to potential 
threats detected.14 

3. The 
intersection 
of AI and NC3

Overall, AI appears 
to be most beneficial 
in functions that are 
narrow in scope and 
have redundancy and 
oversight by design. 
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Benefits and risks

Overall, AI appears to be most beneficial in functions that are 
narrow in scope and have redundancy and oversight by design. 
Employing redundant systems alongside AI can significantly 
enhance its reliability and safety, ensuring that, in case of a system 
failure, the overall system is not compromised and can still function 
correctly. 

Certain limitations of AI, particularly hallucinations, could be 
advantageous in training and war gaming. This would allow military 
personnel and decision-makers to test out different tactics in 
simulations presenting unique, unpredictable scenarios. While not 
always realistic, these scenarios could assist in planning for various 
potential situations and help personnel become more versatile and 
better prepared for whatever they might face in actual operations.

However, AI integration presents inherent risks due to the four 
key technological limitations mentioned above. For example, in 
decision-support functions, it may be difficult for human operators 
to understand why AI recommends a particular action due to its 
black-box nature. This challenge is compounded by AI’s tendency 
to hallucinate, potentially leading to incorrect identification of 
signals as missile threats or failure to detect actual threats. 

Importantly, the adoption of AI technologies by one NWS 
might trigger a security dilemma for other states. They may 
feel compelled to either match this technological progress, 
find asymmetrical responses or revise their military doctrines 
to negate the perceived advantages and risks of their rival’s 
AI advancements.15 For instance, significantly advanced AI 
capabilities that detect enemy movements with unprecedented 
speed and accuracy might prompt adversaries to develop counter-
AI technologies or enhance their cyber warfare capabilities to 
disrupt or deceive AI systems. As suggested by the previous 
example, the security dilemma is not confined to AI alone; rather, 
new technological developments (such as in the context of cyber 
capabilities or space-based weapons) could lead to a cycle of 
action and reaction, where states continuously strive to outdo 
each other to gain strategic advantages, leading to an arms race 
dynamic.

Finally, issues arise from the interaction between humans and 
machines. AI systems may reflect the biases of their creators, 
biasing outcomes, or decision makers may become overconfident 
(or underconfident) in AI predictions. The rapid pace at which AI 
operates might also diminish the role of human oversight, turning 
operators into mere observers of AI-driven decisions.16 If AI 
systems appear to possess superior information or make decisions 
faster than humans can manage, maintaining meaningful human 
control could become impractical.17  

Further considerations

Although it is possible to categorise the implications of AI 
integration in NC3 from a strategic stability perspective and by way 
of technological limitations, the landscape of current and future 
issues related to this integration is very complex and spans various 

New technological 
developments could 
lead to a cycle of action 
and reaction, where 
states continuously 
strive to outdo each 
other to gain strategic 
advantages, leading to 
an arms race dynamic.
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interconnected areas. While existing literature on the AI–nuclear 
intersection does not yet address these issues, it is important 
to highlight that the nature of any potential risks and benefits of 
AI integration in NC3 can relate to at least three elements: (a) 
technological attributes, including vulnerabilities, robustness, 
reliability, capability and efficiency; (b) the scope of AI’s role within 
NC3 systems affecting operational areas; and (c) the levels of 
human control and redundancies over automated functions. Many 
risks and benefits are heavily interconnected as technological 
attributes directly affect how AI functions in NC3 operations, which 
in turn affects states’ perceptions as well as the countermeasures 
they might employ, and ultimately, the balance of these elements 
determines how deterrence calculations shift. In other words, 
assessing what a “safe” integration looks like depends upon 
different factors and is not an easy task to determine.

For example, even seemingly beneficial AI models can generate 
disproportionate risks if deployed improperly: a black-box vision 
model without verification and redundancy or with vulnerability to 
hallucinations and cyber threats would result in high levels of risk if 
integrated into systems related to intelligence collection or early-
warning systems. Alternatively, if cybersecurity and hallucination 
risks can be largely mitigated, the use of such a system in a 
redundant manner could be beneficial. The critical threshold is that 
a failure of AI should never result in catastrophic consequences. 

However, assessing whether an AI model falls below this critical 
threshold is further complicated by the fact that nuclear decision-
making can be affected even if AI is not directly integrated into 
NC3 functions. The integration of AI into systems outside the 
NC3 architecture, such as some intelligence platforms and the 
conventional domain more broadly, can still significantly impact 
nuclear decisions. In such cases, potential AI malfunctions or 
adversarial attacks aimed at data manipulation could spill over into 
NC3 systems and ultimately influence nuclear decision-making. 
Although this falls outside the scope of this brief, similar risks may 
exist in areas such as arms control verification, where incorrect or 
manipulated data sets could affect escalation dynamics, such as 
by leading to misinterpretations of compliance or violations.

Existing AI models thus present numerous risks, and the ability 
to mitigate these risks is currently inadequate. Looking ahead, 
as technology develops, these capabilities are poised to change, 
potentially solving some current problems but also generating new 
ones that cannot be predicted at this point in time. Given these 
complexities and challenges, it is essential to establish thresholds 
for AI integration in systems that impact nuclear decision-making. 
These thresholds can be identified through a risk assessment 
framework that evaluates how the interaction of the three key 
variables mentioned above—(a) technological attributes, (b) the 
scope of AI’s role within and adjacent to NC3 systems, and (c) the 
level of human control and redundancies—can be used to quantify 
the associated risks.

As technology develops, 
these capabilities are 
poised to change, 
potentially solving 
some current problems 
but also generating 
new ones that cannot 
be predicted at this 
point in time. Given 
these complexities 
and challenges, it is 
essential to establish 
thresholds for AI 
integration. 
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4. Forums for 
debate

There is growing momentum around addressing the intersection 
of AI and the military domain, exemplified by several initiatives at 
the governmental level. However, at the time of writing, no current 
initiative or forum specifically addresses AI in the nuclear domain 
as a dedicated subject. Despite this, several noteworthy forums 
and multilateral initiatives discuss AI in the military context more 
broadly. Although these forums only started to emerge in 2023 and 
discussions are therefore at an early stage, they provide invaluable 
platforms where the conversation on military AI is starting to take 
shape and could eventually incorporate the nuclear angle. This 
means that they are worth tracking and participating in. These 
forums include the following:

• Responsible AI in the Military Domain (REAIM) Summit. This 
platform brings together stakeholders, including government 
officials and civil society representatives, to discuss the 
opportunities and risks associated with military applications of 
AI. The first summit took place in The Hague, the Netherlands, on 
15–16 February 2023, and the second summit was held in Seoul, 
Republic of Korea (South Korea), on 9–10 September 2024.  The 
outcome document of this second summit, the “Blueprint for 
Action”, included a key paragraph stating: “it is especially crucial 
to maintain human control and involvement for all actions critical 
to informing and executing sovereign decisions concerning 
nuclear weapons employment, without prejudice to the ultimate 
goal of a world free of nuclear weapons”. Among nuclear-
armed states, the document was supported by the US, UK, 
France, and Pakistan. While participating in the summit and the 
Ministerial-level dialogue, China ultimately decided not to sign 
the Blueprint.18 

• US political declaration on responsible military use of AI. 
Launched at the 2023 REAIM Summit, this declaration aims 
to build international consensus on the safe development, 
deployment and use of AI in the military. In November 2023, 
the declaration was revised, consolidating the original 12 
principles into 10. New elements were added to address issues 
arising from human-AI interaction, but the provision on human 
oversight of nuclear employment was removed. According to 
confidential sources from US government officials, this decision 
was reportedly made to accommodate new endorsing states, 
particularly from the Global South and other parties to the 
Treaty on the Prohibition of Nuclear Weapons, who expressed 
concerns that language on nuclear employment could be seen 
as legitimising nuclear weapons, rather than reflecting any shift 
in the US position on the matter. As of 10 September 2024, the 
declaration had been endorsed by 55 states. On 19–20 March 
2024, the US held the first plenary meeting with endorsing states 
to exchange best practices and discuss ways to implement the 
declaration.

Other venues include the “Capturing Technology - Rethinking 
Arms Control” conference series, the AI Safety Summits and other 
informal initiatives. Sponsored by the German Federal Foreign 
Office, the “Capturing Technology - Rethinking Arms Control” 
conference series brings together international experts, officials 
and diplomats to discuss the impact of emerging technologies 
on arms control. The third conference in this series, held on 28 
June 2024 in Berlin, focused on the implications of AI in relation 
to weapons of mass destruction, including nuclear weapons. 

Although these 
forums only started 
to emerge in 2023 
and discussions are 
therefore at an early 
stage, they provide an 
invaluable platform 
where the conversation 
on military AI is 
starting to take shape 
and could eventually 
incorporate the nuclear 
angle.
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One panel was specifically dedicated to exploring the AI-nuclear 
intersection.

The AI Safety Summit (the first of which was held in the UK in 
November 2023) offer valuable discussions on the safety risks 
posed by advanced AI models—although they do not focus on 
military AI applications. Nevertheless, these discussions may 
still impact the military debate in other forums. The Bletchley 
Declaration is particularly important, launched on 1 November 2023 
at the AI Safety Summit in the UK. This declaration recognised the 
safety risks posed by frontier AI models and was signed by, among 
others, China, France, the UK, the US and the European Union (EU).

The Seoul Declaration, launched on 21 May 2024 at the AI Safety 
Summit in South Korea, aims to enhance international cooperation 
on AI governance. A ministerial statement followed, with 27 states 
and the EU agreeing to collaborate on defining AI risk thresholds. 
However, unlike the Bletchley Declaration, China refrained from 
signing the Seoul ministerial statement.

In a similar vein, on the sidelines of the Asia-Pacific Economic 
Cooperation forum in San Francisco, US, in November 2023, US 
President Joe Biden and his Chinese counterpart, Xi Jinping, 
reiterated the need to address AI risks and safety issues, which 
culminated in the 16 November joint declaration on maintaining 
human control over the use of nuclear weapons. Earlier, on 14 
May 2024, delegations from China and the US met in Geneva, 
Switzerland, to exchange perspectives on AI safety and risk 
management. However, it is unclear whether and how these 
discussions will continue.19 This bilateral engagement could 
potentially represent an ideal venue for discussing the risks that 
AI poses in nuclear decision-making systems. Such discussions 
could go beyond the current commitments to human oversight 
in nuclear employment decisions, which alone are insufficient 
to comprehensively mitigate the complex risks stemming from 
AI integration. With two major powers engaged in technological 
competition, this forum offers a critical opportunity to tackle AI 
safety challenges within the nuclear domain. 

Additionally, subgroup two of the Creating an Environment 
for Nuclear Disarmament (CEND), a US-led initiative aimed at 
advancing nuclear disarmament, has begun discussions on AI 
integration into nuclear decision-making systems. This forum 
provides an interesting platform for discussion, particularly 
due to the possibility of tackling this issue from a disarmament 
perspective, such as by exploring the role of AI for arms control 
and disarmament verification. However, it is still unclear whether 
discussions on this specific topic will continue and what direction 
they will take. It is important to note that CEND is a relatively 
informal initiative with varying levels of state engagement. Despite 
this, the insights gained from CEND discussions could significantly 
inform more formal settings.

When it comes to the NPT, AI and other emerging technologies 
have not been part of the agenda. Although the draft final 
document of the 2020 NPT Review Conference stated that 
emerging technologies can affect the risks of nuclear use and can 
potentially be a challenge for nuclear disarmament, no significant 
discussion on the AI–nuclear intersection has so far taken place.20 

This bilateral 
engagement could 
potentially represent 
an ideal venue for 
discussing the risks 
that AI poses in nuclear 
decision-making 
systems.
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As the discussion on AI in nuclear systems is still emerging 
and the impact on nuclear decision-making remains unclear, 
significant work is required, particularly in light of the current tense 
geopolitical environment and widespread perceptions of increasing 
nuclear risks. The EU could potentially take the following actions:

• The EU could lead the discussion of the AI-nuclear intersection. 
As mentioned, no current forum addresses this intersection 
as a dedicated subject, presenting an opportunity for the 
EU to spearhead this critical debate. The EU, which in 2024 
implemented the world’s first comprehensive AI law, is well 
positioned to lead such conversations.21 For instance, in 
preparation for the next REAIM Summit, the EU could consider 
creating an AI-nuclear task force to explore potential nuclear 
risks arising from AI integration in the military domain and 
incorporate these findings into the REAIM discussions. A critical 
step would be to engage the NWS and, ultimately, the other 
nuclear-armed states (India, Israel, the Democratic People’s 
Republic of Korea and Pakistan) in recognising the risks posed 
by advanced AI in the nuclear domain. Acknowledging that some 
risks could be catastrophic and lead to nuclear escalation is 
essential for initiating a meaningful dialogue on mitigating these 
risks. 

• The EU could call for the inclusion of AI into NPT discussions. 
Although the NPT has not yet addressed AI, it should be included 
in future agendas. States view AI as a strategic advantage, 
which could potentially increase reliance on nuclear weapons 
and undermine the treaty’s disarmament pillar. Additionally, 
AI could impact the other two pillars (non-proliferation and 
peaceful uses of nuclear energy), particularly in the context of 
non-proliferation and treaty verification. The EU could lead this 
effort by drafting a working paper for the ongoing review cycle, 
targeting the 2026 Review Conference and the 2025 Preparatory 
Committee. Moreover, the EU could utilise unofficial venues to 
inform these discussions by organising events on the sidelines 
of future Preparatory Committees and Review Conferences. For 
example, the US Department of State organised a side event 
during the 2023 Preparatory Committee on the implications of 
emerging technologies for future arms control and disarmament 
agreements. More recently, Germany hosted two side events 
at the 2024 Preparatory Committee specifically to discuss the 
impact of AI and EDTs – respectively – on nuclear decision-
making. These provided a valuable opportunity to engage NPT 
delegates in an informal setting while involving all stakeholders, 
including non-nuclear weapon states (NNWS). Given the high-
stakes of AI integration in the nuclear domain, NNWS should 
undoubtedly be included in this debate.

• The EU could commission research to better understand 
the implications of AI in the nuclear domain. As Gen. Cotton 
emphasised, there is a need to “direct research efforts to 
understand the risks of cascading effects of AI models, 
emergent and unexpected behaviours, and indirect integration 
of AI into nuclear decision-making processes”.22 Even with 
limited open-source data on the specific role AI may play in 
the nuclear systems of NWS, research can still be conducted 
to methodically assess how different AI models might impact 
various areas of integration within or adjacent to NC3 systems. 
By identifying potential nuclear escalation pathways resulting 

Thresholds should 
be based on the 
principle that any AI 
failure must not lead 
to miscalculations or 
increase the risk of 
catastrophic outcomes. 
This research could 
provide a foundation for 
developing agreements 
among NWS to establish 
risk thresholds.
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from AI integration, it is possible to categorise risks and 
establish thresholds for high-risk applications. These thresholds 
should be based on the principle that any AI failure must not lead 
to miscalculations or increase the risk of catastrophic outcomes. 
This research could provide a foundation for developing 
agreements among NWS to establish risk thresholds.
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